A game-theoretic model for capacity-constrained fair bandwidth allocation

Yonghe Yan, Adel El-Atawy*† and Ehab Al-Shaer

School of Computing, DePaul University, Chicago, IL 60604, USA

SUMMARY

Data stream providers face a hard decision to satisfy the requirements of their subscribers. Each user has a minimum and a maximum required bandwidth. The server should be able to decide which requests can be satisfied and how much bandwidth will be allocated to each. We present a theoretical framework in a distributed mechanism for fair bandwidth allocation on a network with various bottleneck links. In our model, a user is guaranteed a minimum bandwidth and charged a price for the bandwidth allocated. A utility function is defined over the allocated bandwidth for a specific maximum requested bandwidth. We then present a non-cooperative game with social welfare function to resolve users’ conflicting bandwidth capacity requests at bottleneck links. We also show that our proposed game-theoretic solution guarantees fair bandwidth allocation as defined in our residual capacity fairness. In order to guarantee the minimum bandwidth requirement, we integrate an admission control mechanism in our solution. However, global optimal admission conditions are not easy to implement for large networks. Therefore, we propose a distributed admission scheme. As a result, the paper presents fair and practical distributed algorithms for bandwidth allocation and admission control in enterprise networks. Our simulation and evaluation study shows that the distributed approach is sufficiently close to the global optimal solution. Copyright © 2008 John Wiley & Sons, Ltd.

1. INTRODUCTION

Quality of service (QoS) in the Internet has received significant attention in many research communities. The ability to provide differentiated services is essential for accommodating next-generation Internet objectives, including the support for various types of applications and services. Fair bandwidth allocation, as one of the most critical resources, is becoming increasingly important. Having a pricing model for such a crucial resource is essential in order to provide sufficient incentives for users to use the network resources efficiently, and for service providers to provide guaranteed QoS services in a healthy market environment.

In this paper, we consider a network model that is oblivious to the underlying topology and, as a consequence, to routing. In this model, there exist a set of service classes and a group of flows that belong to each. Each flow in a service class requests a certain bandwidth capacity to achieve the required QoS. A link in the network has a given finite bandwidth capacity that cannot be exceeded by the aggregate bandwidth of all flows using this link. Each flow should be assigned a bandwidth to share the link capacities in compliance with a fairness criterion. We propose a model that can devise a fairness criterion for links to assign a flow a fair share of the link capacities. The model also allows us to investigate insightful properties of prices among various service classes, and allocates bandwidths fairly such that user...
bandwidth requirements are guaranteed. These properties can also be used by service providers to price differentiated service classes properly. We assume that each user is charged a price for a certain bandwidth capacity at the edge of the network. The price considered in this paper is not a unit price. It is charged for a 2-tuple of bandwidth requirements; that is, the bandwidth capacity and the minimum bandwidth.

The bandwidth capacity, which is typically bought from a network service provider, represents the maximum bandwidth enforced at the network entry point. When congestions occur in the network, the user might be allocated a bandwidth that is lower than the user bandwidth capacity. However, the allocated bandwidth in this case should not be arbitrarily low in order to guarantee minimum bandwidth requirement for QoS demands as stated in the service-level agreement. Thus, users should be guaranteed a bandwidth between the bandwidth capacity and the minimum bandwidth.

To satisfy various bandwidth requirements of concurrent users, the network should use all available bandwidth to the fullest while maintaining certain fairness in bandwidth allocations. When a link's capacity is used to the fullest, congestion occurs at the link. Thus, increasing bandwidth of one flow implies decreasing the bandwidths of other flows. Therefore, we developed a non-cooperative game with social welfare function to solve users' conflicting bandwidth demands at the bottleneck links. The social welfare function is the total utility of a user's utility function, which reflects user bandwidth demand when a user requests a bandwidth capacity. The solution to the game is a fair bandwidth allocation that satisfies the residual capacity fairness criterion that takes into account a user's bandwidth capacity requests. In order to satisfy the guaranteed minimum bandwidth requirements, we integrate admission control into the bandwidth allocation such that each user is allocated a fair bandwidth that is between the requested bandwidth capacity and the minimum bandwidth. However, this centralized scheme is not easy to implement in a large network. We thus propose a distributed approach so that each bottleneck link independently allocates a fair share for each flow according to its capacity constraints. Therefore, all links can accommodate a flow when the flow takes a bandwidth that is not greater than any of the bandwidths allocated by these bottleneck links. With simulations, we evaluated the relative difference between the bandwidth allocations given by the centralized and the distributed schemes, and found that the relative difference is within a satisfactory range.

Although there are significant amounts of research in this area, considering users' capacity constraints and providing a fully distributed allocation scheme is a unique contribution of this paper.

The paper is organized as follows. Section 2 discusses the related work. In Section 3, we present the network model used in the paper and a social welfare game for the bandwidth allocation. A utility function is introduced in this section as well. Section 4 presents a notion of fairness for the bandwidth allocation: residual capacity fairness. In Section 5, we discuss the pricing framework that is integrated in the network model. Section 6 considers the global admission conditions and the bandwidth allocation for flows. Distributed admission conditions and bandwidth allocation are addressed in Section 7. In Section 8, we present our simulation results for evaluating a sample network and the accuracy of the distributed bandwidth allocation and admission control. Finally, Section 9 draws conclusions and future work.

2. RELATED WORK

Several models have been put forth for service providers to charge network services dynamically or statically. Paschalidis and co-workers [1,2] presented a revenue maximization problem to charge each bandwidth requirement a static price. In [3], optimal price and admission control policy are derived from a global revenue maximization problem. Savagaonkar et al. [4] also investigated a revenue maximization problem with dynamic pricing for bandwidth provisioning under the assumption that users' demands are known stochastic processes. These price schemes are designed primarily for a network where services are provided by one network owner or broker. But for large networks, such as the Internet, there are numerous network service providers. Global revenue maximization is not the primary concern of each individual service provider.
Wang and Schulzrinne [5] considered a price scheme for Differentiated Services architecture (DiffServ) [6]. The price for each service class depends on the average demand for that service class and is negotiated through a Resource Negotiation and Pricing protocol [7]. The utility function used in their work is based on a set of packet transmission parameters. Somewhat similar work can also be found elsewhere [8–10], and users are charged prices derived from measurements of packet transmissions. However, users who access the network wish to complete certain tasks (e.g., place an Internet phone call, request a web page, send an email) and packets are completely transparent to them. Thus, it is not clear whether packet-based pricing schemes are always appropriate [1].

Semret et al. [11] proposed a bandwidth capacity provisioning framework to sell bandwidth capacities in a dynamic market. A user is charged by a service provider for a certain bandwidth capacity, and the bandwidth capacity is actually the constraint enforced by the service provider at the network entry point. However, the service provider cannot guarantee that the user can always transmit the user’s data at the speed of bandwidth capacity since congestions may occur in the network. Thus, this scheme lacks any control over bandwidth allocation, and users may be unfairly charged for a nominal bandwidth capacity.

Yaiche et al. [12] proposed a fair bandwidth allocation from the solution to the Nash bargaining problem [13,14]. Kelly et al. [15] introduced a notion of proportional fairness for an ‘elastic’ network (i.e., best-effort service network), where users’ total utility is maximized when the bandwidth allocation fairness is achieved. This fair bandwidth sharing is further generalized to be weighted α-bandwidth allocation in [16,17], which includes several fairness criteria, such as max–min fairness [18,19]. However, these fairness criteria only take into account links’ capacities. They do not consider the users’ bandwidth capacity requirements. The fairness criteria always favor increasing small bandwidth over large bandwidth [15,16]. Therefore, a user requesting a small bandwidth capacity may be allocated bandwidth that is much closer to the requested bandwidth capacity than that of a user requesting a large bandwidth capacity. It is not considered fair between users requesting different bandwidth capacities.

Various fluid models are used [20–24] for bandwidth allocation analysis of elastic networks. Alpcan and Başar [25] proposed a broad class of utility functions that are non-decreasing and strictly concave on bandwidths over the interval (0, ∞). All these utility functions are used to capture user demand for bandwidth in elastic networks. They are not applicable for inelastic networks, where a user is charged for a certain bandwidth capacity and guaranteed a minimum bandwidth.

3. NETWORK MODEL

We consider a fluid model of the network where the packets are infinitely divisible and small. The network is a set of links \( L \) where each link \( j \in L \) has a capacity \( C_j > 0 \), and let \( L = |L| \) be the number of the links in the set. There is a set of users \( N \) with the cardinality \( N = |N| \). The users compete for the use of the network. Each flow is associated with a route consisting of a subset of \( L \). Without loss of generality, we assume that each user \( i \in N \) is associated with one flow (or connection) in the network. The user is charged a price \( p_i > 0 \) for requesting bandwidth capacity \( R_i \) with a guaranteed minimum bandwidth \( r_i \), so that the user can transmit data with a bandwidth of \( x_i \), where \( R_i \geq x_i \geq r_i \geq 0 \). In this paper, we make the assumption that users’ demands are stationary and therefore bandwidth capacity \( R_i \) and minimum bandwidth \( r_i \) are constants in the model. We define the matrix \( A = (A_{ij}; i \in N, j \in L) \) where \( A_{ij} = 1 \) if flow \( i \) uses link \( j \) and \( A_{ij} = 0 \), otherwise. Let \( J_i = \{ j | A_{ij} = 1 \} \) be the set of links that flow \( i \) uses and \( I_j = \{ i | A_{ij} = 1 \} \) be the set of flows that use link \( j \).

We assume that the total minimum bandwidths of flows using a link cannot exceed the link’s capacity, that is, the minimum bandwidth \( r = (r_1, \ldots , r_N)^T \) satisfies the link capacity constraint \( A^T r \leq C \), where \( C = (C_1, \ldots , C_N)^T \). Otherwise it is not feasible for the network to allocate each flow a bandwidth that is not less than its minimum bandwidth.

Assumption 1 The bandwidth requirements of flows are feasible, that is, \( A^T r \leq C \).

In the rest of the paper, we implicitly consider feasible bandwidth requirements only. However, the total bandwidth capacities requested by flows using a link may or may not exceed the link’s capacity.
When the bandwidth capacities of links are over-provisioned for flow $i$, that is, $\sum_{k \in I_i} R_k < C_j$ for each $j \in J$, there is no congestion on the route of the flow. The links can always assign flow $i$ a bandwidth that equals its bandwidth capacity $R_i$. However, we are interested in considering flows that do go through congestion links. Moreover, when congestion occurs at a link, the link should use its full capacity to serve the flows using it. Therefore, we make the following assumption.

**Assumption 2** There is at least one link $j \in J_i$ on the route of flow $i$, for each $i = 1, \ldots, N$, such that $\sum_{k \in I_i} x_k = C_j$.

Assumption 2 implies that there exists at least one bottleneck link $j$ on the route of flow $i$. At the bottleneck link, the total bandwidth capacities requested by flows using the link exceeds the link's capacity (i.e., $\sum_{k \in I_i} R_k \geq C_j$).

A user is charged a price $p_i$ for requesting bandwidth capacity $R_i$, which is the bandwidth constraint enforced by the service provider at the network entry point. Consumers in the real world generally try to obtain the best possible 'value' for the price they have been charged, subject to their budget and minimum quality requirements; in other words, a user is charged a price for a bandwidth capacity and the user obtains the best value from the network when the network allocates the user a bandwidth that equals the bandwidth capacity. The user has an aversion to any bandwidth that deviates away from the bandwidth capacity. Thus, the user’s objective is to maximize the following utility function with respect to $x_i$ over $[r, R_i]$:

$$U_i(x_i) = \frac{w_i}{(\alpha - 1)(R_i - x_i)^{\alpha - 1}} i = 1, \ldots, N$$

where $w_i = m_i p_i (R_i - r)^\alpha$. The parameter $w_i$ is the weight of the user’s utility. It represents the nature of the flow, and takes into account the price, the bandwidth requirements, and $m_i$, which is the number of links used by the flow. The parameter $\alpha > 1$ represents the sensitivity to deviation of the allocated bandwidth $x_i$ from the requested bandwidth capacity $R_i$. Therefore, the utility is more sensitive when $\alpha$ is large and vice versa. We will discuss $w_i$ and $\alpha$ in more detail in Section 5. This utility function reflects the user’s subjective preference of the network service. The best possible bandwidth the user expects is $R_i$. A user is fully satisfied when $x_i \to R_i$ thus $U_i(x_i) \to \infty$ when $x_i \to R_i$. When $x_i$ deviates away from $R_i$, the utility decreases because the user’s perceived value of the network service decreases.

Under Assumption 2, there is at least one bottleneck link on the route of each flow. At a bottleneck link, the total bandwidth capacities requested by flows using the link exceed the link’s capacity. Some flows cannot be assigned a bandwidth that equals its requested bandwidth capacity, because the total bandwidths of flows at a bottleneck link cannot exceed the link’s capacity, and increasing the bandwidth of one flow implies decreasing bandwidths of other flows. To solve this conflicting problem with allocating bandwidth fairly among flows, we consider a non-cooperative game among the flows.

Each player of the game is a flow, which is associated with a Harsanyi-type social welfare function [26]:

$$U(x_i, x_{-i}) = \sum_{k \in I_i} U_k(x_k)$$

where $x = (x_1, x_2, \ldots, x_{i-1}, x_{i+1}, \ldots, x_N)^T$ and $U_k(x_k)$ is the utility function of flow $k$ defined in (1). The strategy set of the game is

$$S = \{(x_i, x_{-i}) | A^T x \leq C \text{ and } R \geq x \geq r\}$$

where

$$x = (x_1, \ldots, x_N)^T;$$

$$C = (C_1, \ldots, C_L)^T;$$

$$R = (R_1, \ldots, R_N)^T;$$

$$r = (r_1, \ldots, r_N)^T;$$
and for notation convenience, \((x_i, x_{-i}) = x\). The strategy set consists of all the feasible bandwidth allocations.

To achieve a fair bandwidth allocation, each flow maximize guaranteed social welfare against other flows

\[
\max_{x_i} \min_{x_{-i}} U(x_i, x_{-i}) (x_i, x_{-i}) \in \mathcal{S} \quad i = 1, \ldots, N
\]  

Note that this objective function is identical for all users. Under Assumption 2, flow \(i\) always goes through at least one bottleneck link \(j\) such that \(x_i = C_j - \sum_{k \in I_j, k \neq i} x_k\). Substituting it into (3), problem (3) becomes one minimization problem \(\min_\mathcal{S} U(x_i, x_{-i})\), that is:

\[
\min_\mathcal{S} U(x) = \min_{x \in \mathcal{S}} \sum_{i \in N} U_i(x_i)
\]  

subject to

\[
\begin{align*}
A^T x &\leq C \\
x &\leq R \\
x &\geq r
\end{align*}
\]  

The inequality (4) expresses the link capacity constraints. Bandwidth requirements of each flow are represented by (5) and (6).

The constraint (6) expresses that the bandwidth allocation must satisfy the minimum bandwidth requirements. We relax the constraint to be \(x \geq 0\), while we attempt to find the fair bandwidth allocation as the solution to problem \(P\). Constraint (6) can be enforced by an admission control mechanism. It is not necessary to take it into account while solving problem \(P\) for the fair bandwidth allocation. If the bandwidth allocation cannot satisfy (6), the admission control will not admit the flows into the network. The need for an admission control is consistent with Assumption 1, that is, flows with infeasible bandwidth requirements will not be admitted into the network. Hence problem \(P\) is defined on the set that is nonempty, convex, and compact. Also, \(U(x)\) is a convex function because its Hessian matrix \(\nabla^2 U(x)\) is positive definite. This implies that a unique solution to problem \(P\) exists while the relaxed constraints are satisfied. We will use the relaxed constraints implicitly until Section 6.

Let \(L(x, \mu, \lambda)\) denote the Lagrangian where \(\mu_j \geq 0, j = 1, \ldots, L, \lambda_i \geq 0, i = 1, \ldots, N\), are the Lagrange multipliers associated with constraint (4) and (5), respectively. Then

\[
L(x, \mu, \lambda) = U(x) - \mu^T (A^T x - C) - \lambda^T (x - R)
\]

The first-order Kuhn–Tucker conditions [27] are

\[
\frac{w_j}{(R_i - x_i)} - \sum_{j \in I_i} \mu_j - \lambda_i = 0, i = 1, \ldots, N
\]

and

\[
\lambda_i (x_i - R_i) = 0, \lambda_i \geq 0, i = 1, \ldots, N
\]

\[
\mu_j \left( \sum_{k \in I_j} x_k - C_j \right) = 0, \mu_j \geq 0, j = 1, \ldots, L
\]

\[
x_i \geq 0, i = 1, \ldots, N
\]
Under Assumption 2, we see that the constraint $x < R$ is inactive and hence $\lambda_i = 0$ for all $i = 1, \ldots, N$; and there is at least one link $j \in J$ for flow $i$, $i = 1, \ldots, N$, such that $\sum_{k \in L, k \neq i} x_k - C_j = 0$ and $\mu_j > 0$. Hence, we have the solution to problem $P$:

$$\dot{x}_i = R_i - \left( \frac{\eta_i}{\sum_{j \in J_i} \mu_j} \right)^{1/\alpha}, i = 1, \ldots, N$$

$$\mu \left( \sum_{k \in L} \dot{x}_k - C_j \right) = 0, \mu_j > 0, j = 1, \ldots, L$$

This solution is the max–min strategy of game (2). It is also one of the Nash equilibria [28] of game (2).

Lemma: A bandwidth allocation is a Nash equilibrium of game (2) if the bandwidth allocation satisfies assumption 2.

Proof: Suppose that $x^* = (x^*_i, x^*_{-i})$ is a bandwidth allocation that satisfies Assumption 2. Thus, there exists a link $j$ such that $x^*_i + \sum_{k \in L, k \neq i} x^*_k = C_j$. Assume that flow $i$ is allocated bandwidth $x_i$ such that $x_i \neq x^*_i$. The bandwidth allocation $(x_i, x^*_{-i})$ must satisfy constraint (4) such that $x_i + \sum_{k \in L, k \neq i} x^*_k \leq C_j$. Combining these relations, we have $x_i \leq x^*_i$. Because $U(x_i, x_{-i})$ is a strictly increasing function with respect to $x_i$, we obtain

$$U(x_i, x^*_{-i}) \leq U(x_i, x^*_{-i}) i = 1, \ldots, N$$

Therefore, we have shown that $x^*$ is a Nash equilibrium of game (2). $\square$

The solution given by (7) and (8) satisfies Assumption 2 and therefore it is in Nash equilibrium of game (2).

There is another strategy that may be a candidate solution to the game. Each flow just maximizes its social welfare function over set $S$:

$$\max_x U(x, x_{-i}) = \max_x U(x) x \in S$$

Note that $\partial U(x)/\partial x_i > 0$ and $\partial^2 U(x)/\partial^2 x_i > 0$ on the interval $[0, R_i]$. Hence, while maximizing $U(x)$, the bandwidth of a flow may keep increasing until it reaches its bandwidth capacity. Therefore, the bandwidth for flow $i$ in the solution to the problem is one of the values in the set

$$\left\{ 0, R_i, C_j - \sum_{k \in L, k \neq i} \eta_i R_k \exists j \in J, \eta_i \in \{0, 1\} \right\}$$

The third value in (9) is the remaining capacity at a bottleneck link when some other flows reach their bandwidth capacities. Although there is congestion in the network, some flows are still assigned bandwidths that reach their requested bandwidth capacities. In this case, these flows are fully satisfied and they will not be affected by any congestion in the network. At the same time, some other flows are assigned zero or the remaining bandwidth. Therefore, this is not considered a fair bandwidth allocation when there is congestion in the network. However, in our solution to problem $P$, no flow is assigned a bandwidth that reaches its bandwidth capacity when there is congestion. Moreover, we will show in the next section that this solution satisfies residual capacity fairness.

4. RESIDUAL CAPACITY FAIRNESS

The notion of fairness characterizes how competing flows should share the bottleneck capacities. In this section we define a fairness criterion called residual capacity fairness, and investigate the relationship between the solution to problem $P$ and the fairness criterion.
Bandwidth $\alpha$-fairness is a generalized fairness criterion that has been well established [15–17]. A bandwidth vector $\mathbf{x} = (x_1, \ldots, x_N)^T$ is bandwidth $\alpha$-fair if it is feasible, that is, $A^T \mathbf{x} \leq \mathbf{C}$ and $\mathbf{x} \geq 0$, and if for any other feasible vector $\mathbf{x}$

$$\sum_{i \in N} w_i \frac{x_i - \hat{x}_i}{(R_i - \hat{x}_i)^{\alpha}} \leq 0$$

where a bandwidth vector $\mathbf{x}$ is feasible when $A^T \mathbf{x} \leq \mathbf{C}$ and $\mathbf{x} \geq 0$. This feasible bandwidth is not constrained by the user’s bandwidth capacity $R_i$ because bandwidth $\alpha$-fairness is the fairness criterion for the best-effort network, where the user’s bandwidth is only constrained by the links’ capacities. Therefore, a feasible bandwidth in the best-effort network may not be feasible in our network model, where a bandwidth vector $\mathbf{x}$ is feasible when $A^T \mathbf{x} \leq \mathbf{C}$, $\mathbf{x} < \mathbf{R}$, and $\mathbf{x} \geq 0$.

Moreover, bandwidth $\alpha$-fairness favors increasing $x_i$ when $x_i$ is much less than $x_j$ [15,16]. This may not be deemed fair in our model. For example, although $x_i$ is much less than $x_j$, a fairness criterion for our model should not favor increasing $x_i$ when $R_i - x_i$ is also much less than $R_j - x_j$. We will refer to $R_i - x_i$ as residual capacity of flow $i$, and define residual capacity fairness that concerns the residual capacities.

The residual capacity fairness is the fairness criterion for a network to fairly assign users bandwidths in bandwidth capacity trading markets, such as those described in [1,4,11], where users are charged for bandwidth capacities at the edge of networks. The fairness criterion captures the essence that the fair bandwidth allocation should be aggregately close to the bandwidth capacities that have been purchased by the users.

**Definition: residual capacity fair** Let $\mathbf{w} = (w_1, \ldots, w_N)^T$ be positive numbers and $\alpha$ a number on the interval $[1, \infty)$. A bandwidth vector $\mathbf{x} = (x_1, \ldots, x_N)^T$ is residual capacity fair if it is feasible, that is, $A^T \mathbf{x} \leq \mathbf{C}$, $\mathbf{x} \leq \mathbf{R}$, and $\mathbf{x} \geq 0$, and if for any other feasible vector $\mathbf{x}$

$$\sum_{i \in N} w_i \frac{x_i - \hat{x}_i}{(R_i - \hat{x}_i)^{\alpha}} \leq 0$$

where a bandwidth vector $\mathbf{x}$ is feasible when $A^T \mathbf{x} \leq \mathbf{C}$, $\mathbf{x} \leq \mathbf{R}$, and $\mathbf{x} \geq 0$. To investigate the residual capacity fairness, we rewrite (10) as follows:

$$\sum_{i \in N} w_i \frac{(R_i - \hat{x}_i) - (R_i - x_i)}{(R_i - \hat{x}_i)^{\alpha}} \leq 0$$

When increasing $x_i$ such that $x_i > \hat{x}_i$, bandwidths of some other flows have to be decreased when there is congestion. Therefore, residual capacity change $(R_i - \hat{x}_i) - (R_i - x_i)$ of flow $i$ is positive and the residual capacity changes of some other flows have to be negative. However, it is shown in (11) that this positive weighted change of residual capacity of flow $i$ cannot compensate for the negative weighted changes of residual capacities of some other flows. Therefore, the bandwidth of flow $i$ cannot move closer to its bandwidth capacity $R_i$ without moving bandwidths of some other flows further away from their bandwidth capacities. Therefore, this fairness criterion takes into account the residual capacities other than just the bandwidths.

The following proposition clarifies the relation between the solution to problem $P$ and residual capacity fairness.

**Proposition 1** If Assumption 2 holds, the solution to problem $P$ is residual capacity fair.

**Proof:** Let $\hat{x}$ be the solution to problem $P$ under Assumption 2. We show that $\hat{x}$ is residual capacity fair. We rewrite (7) as follows:

$$\frac{w_j}{(R_i - \hat{x}_i)^{\alpha}} = \sum_{i \in N} \mu_j, \; i = 1, \ldots, N$$
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Multiplying (12) by \((x_i - \hat{x}_i)\) and summing over \(i\), we obtain
\[
\sum_{i \in \mathcal{N}} w_i \frac{x_i - \hat{x}_i}{(R_i - \hat{x}_i)^{\alpha}} = \sum_{i \in \mathcal{N}} \left( (x_i - \hat{x}_i) \sum_{j \in \mathcal{J}_i} \mu_j \right) \\
= (x - \hat{x})^T A \mu \\
= \mu^T A^T (x - \hat{x})
\]

(13)

Summing (8) over \(j\) and rearranging the terms, we find \(\mu^T A^T x = \mu^T C\). Multiplying (4) by \(\mu^T\), we get \(\mu^T A^T x \leq \mu^T C\). Combining these relations, we see that
\[
\mu^T A^T (x - \hat{x}) \leq 0,
\]
and combining this inequality with (13), we establish that
\[
\sum_{i \in \mathcal{N}} w_i \frac{x_i - \hat{x}_i}{(R_i - \hat{x}_i)^{\alpha}} \leq 0
\]

We have shown that the solution to problem \(P\) is residual capacity fair. \(\square\)

5. PRICING FRAMEWORK

When we define the utility function in (1) and residual capacity fairness in previous section, two parameters, \(w_i\) and \(\alpha\), are used in the definitions. These two parameters are closely related to pricing mechanisms that are integrated into our model. We are going to investigate pricing framework in this section.

We have shown that when congestion occurs at link \(j\) the Lagrange multiplier \(\mu_j > 0\) is a positive number in the solution to problem \(P\). From microeconomic theory, we know that the Lagrange multipliers in (7) and (8) can be interpreted as the marginal costs for link capacity expansion at each link [27,29]. Therefore flow \(i\) may be charged a price \(\hat{p}_i\) that equals the average total marginal costs of the flow:
\[
\hat{p}_i = \frac{1}{m_i} \sum_{j \in \mathcal{J}_i} \mu_j, \mu_j \geq 0, i = 1, \ldots, N
\]

(14)

where \(m_i = |\mathcal{J}_i|\) is the number of links that flow \(i\) uses. Note that \(\mu_j > 0\) only when link \(j\) is a bottleneck link. If there is no congestion on the route of flow \(i\), the price is zero. The price is positive only when there is a bottleneck link on the route of flows, and a bottleneck link can only exist when the total bandwidth capacities requested by flows using the link exceed the link’s capacity. Therefore, the price is a penalty for users’ excessive bandwidth capacity demands. Although a user is penalized by charging the price, the network should guarantee that the user is allocated a bandwidth that satisfies the minimum bandwidth requirement. Hence, combining (7) and (14), and letting \(\hat{x}_i \leq r_i\) yields \(\hat{x}_i = R_i - (\hat{w}_i/m_i)^{1/\alpha} \geq r_i\). Then, we obtain \(w_i \leq m_i \hat{p}_i (R_i - r_i)^{\alpha}\). Note that we set \(w_i = m_i \hat{p}_i (R_i - r_i)^{\alpha}\) in the definition of the user’s utility function (1) and therefore we have
\[
p_i \leq \hat{p}_i, i = 1, \ldots, N
\]

(15)

The weight \(w_i\) used in the utility function helps a user to assess the price charged to her or him. As long as the price is not greater than the average total marginal costs, the flow is allocated a bandwidth that is not less than the minimum bandwidth.

However, equation (14) is not a closed form of \(\hat{p}_i\). The average total marginal costs are a function of all prices, say, \(\hat{p} = f(p_1, \ldots, p_N)\). Therefore, there are competitions among the flows. A price charged to flow
i is considered a rationally charged price when it satisfies (15). Thus, the bandwidth allocated to a flow is a function of the prices:

$$\hat{x}_i = R_i - (R_i - \eta) \left( \frac{p_i}{\bar{p}_i} \right)^{\frac{1}{\alpha}}$$

If the flow is among a large number of flows and the impact of price change of the flow on \( p_i \) is negligible, we see that the bandwidth of flow \( i \) is a decreasing function with respect to \( p_i \). This reflects the fact that the price charged to a flow is a penalty for the congestions which are caused by excessive bandwidth capacity requirements. And when there is no congestion on the route of a flow, the price for the flow is zero because the marginal costs are zero.

To show the price competitions and the impact of parameter \( \alpha \), we consider a typical situation of the network. That is, each flow goes through only one bottleneck link, and the other links the flows goes through are not bottleneck links. Assume that link \( j \) is a bottleneck link and it is the only bottleneck link on the route of flow \( i \) for each \( i \in I_j \). Thus, from (7) and (8), we have

$$\sum_{i \in I_j} \hat{x}_k - C_j = 0, \quad \mu_j > 0$$

Solving these equations, we obtain

$$\hat{x}_i = (1 - \beta_\alpha) R_i + \beta_\alpha \eta_i, \quad i \in I_j \quad (16)$$

where

$$\beta_\alpha = \frac{\sum_{k \in I_j} R_k - C_j}{\sum_{k \in I_j} (R_k - \eta_k)(m_k/m_\alpha)^{\frac{1}{\alpha}} (p_k/p_\alpha)^{\frac{1}{\alpha}}}$$

This shows that the price ratios have an impact on the bandwidth allocation and there are price competitions among flows, because it is the price ratio changes that can cause bandwidth allocation change. Moreover, the parameter \( \alpha \) controls the sensitivity of the changes.

When \( \alpha \rightarrow \infty \), we have \( \beta_\infty = \lim_{\alpha \rightarrow \infty} \beta_\alpha \), and

$$\beta_\infty = \frac{\sum_{k \in I_j} R_k - C_j}{\sum_{k \in I_j} (R_k - \eta_k)} \quad (17)$$

Therefore, price ratios do not have any impact on the bandwidth allocation when \( \alpha \rightarrow \infty \). Note that for any feasible bandwidth requirements at the bottleneck link we have \( \sum_{k \in I_j} R_k \geq C_j \geq \sum_{k \in I_j} \eta_k \); therefore we see that \( 0 \leq \beta_\infty \leq 1 \). Consequently, the bandwidth allocation given by (16) always satisfies the bandwidth requirements of each flow (i.e., \( R_i \geq x_i \geq r_i \) for all \( i \in I_j \)), and the bandwidth allocation is only determined by the link capacity and bandwidth requirements of flows. This leads to a non-monetary bandwidth allocation algorithm at the bottleneck link.

When \( \alpha \) is a small number, the bandwidth allocation is sensitive to prices. When overcharged prices are imposed on flow \( i \), the parameter \( \beta_\alpha \) in (16) is going to be greater than one and the network cannot allocate the flow a bandwidth that satisfies its minimum bandwidth requirement. Therefore, the network should not admit such flows with this price and an admission control mechanism should be integrated into the solution to problem \( P \).

### 6. GLOBAL ADMISSION CONDITIONS

To obtain the solution to problem \( P \) given by (7) and (8), we relaxed the minimum bandwidth constraint (6). Also, the discussion in section 5 shows that irrational price ratios may result in a bandwidth...
allocation that does not satisfy the minimum bandwidth constraints. When we apply the minimum bandwidth constraint (6) to the solution given by (7) and (8), we obtain a global admission conditions. From (7), we have

\[
\dot{x}_i = R_i - (R_i - r_i) \left( \frac{m_j p_i}{\sum_{j=1}^{N} \mu_j} \right)^{1/\alpha}
\]

\[
= (1 - \beta_i) R_i + \beta_i r_i
\]

where \(\beta_i = \left( \frac{m_j p_i}{\sum_{j=1}^{N} \mu_j} \right)^{1/\alpha}\). Let \(\rho_i = m_j p_i / \sum_{j=1}^{N} \mu_j\). Thus, \(\dot{x}_i\) is guaranteed to be between bandwidth capacity \(R_i\) and minimum bandwidth \(r_i\) when \(0 \leq \rho_i \leq 1\).

Proposition 2: global admission conditions Each flow is charged a price \(p_i\) and requests bandwidth capacity \(R_i\) and minimum bandwidth \(r_i\) for all \(i = 1, \ldots, N\). The network is able to allocate these flows bandwidths that satisfy their bandwidth requirements if the global admission conditions are satisfied:

\[
0 \leq \rho_i \leq 1, i = 1, \ldots, N
\]

where

\[
\rho_i = \frac{m_j p_i}{\sum_{j=1}^{N} \mu_j}, i = 1, \ldots, N
\]

\[
m_i = |J_i|, i = 1, \ldots, N
\]

and the bandwidth allocation \(\dot{x}_i\), which is residual capacity fair, is given by

\[
\dot{x}_i = (1 - \beta_i) R_i + \beta_i r_i, i = 1, \ldots, N
\]

(19)

\[
\mu_i \left( \sum_{k=1}^{i} \dot{x}_k - C_j \right) = 0, \mu_i \geq 0, j = 1, \ldots, L
\]

(20)

\[
\beta_i = \rho_i^{1/\alpha}, i = 1, \ldots, N
\]

(21)

Proof: Equations (19) and (20) give a bandwidth allocation that is the solution to problem \(P\) with the relaxed constraint. By Proposition 1, this bandwidth allocation is residual capacity fair. Combining the global admission conditions (18), (19), and (21), the bandwidth allocation satisfies the bandwidth requirement, \(r \leq \dot{x} \leq R\), for all flows. Therefore, the bandwidth allocation satisfies the constraints of problem \(P\) and the network can admit these flows.

The global admission conditions actually give the solution to problem \(P\), which satisfies all constraints of problem \(P\).

For a given set of flows with feasible minimum bandwidth requirements (i.e., \(A^T r \leq C\)), prices charged to flows are the decision variables of the global admission conditions (18). From the discussion in the previous section, we know that a price charged to a flow is overcharged if it is greater than the average total marginal costs of the flow. The global admission conditions (18) will not be satisfied when overcharged prices are imposed to some flows. Therefore, the prices need to be adjusted to fall below the average total marginal costs. On the other hand, the marginal total cost is a function of prices of all flows. A flow cannot know that the price is overcharged without comparing it with other prices through the global admission conditions. Therefore, there are global price competitions to satisfy the global admission condition.

When there is no congestion in the network, we see that \(\mu_j = 0\), for all \(j = 1, \ldots, L\). Thus, \(\rho_i\) is not well defined when there is no congestion. However, only constraint (5) is active when there is no congestion. Therefore, the solution to problem \(P\) is a bandwidth allocation that each flow is assigned a bandwidth that equals its bandwidth capacity. Also, no admission controls are needed. Prices do not play any role for admission decision and bandwidth allocation. The admission control is to guarantee that admitted flows are allocated bandwidths that are not less than their minimum bandwidths if there are congestions in the network.
To explain the admission conditions, we consider a simple network of a single link and two flows. Suppose that the link’s capacity is $C$, flow 1 and flow 2 are charged a price $p_1$ and $p_2$, and request bandwidth capacity $R_1$ and $R_2$, minimum bandwidth $r_1$ and $r_2$, respectively. We should also assume that $R_1 + R_2 \geq C \geq r_1 + r_2$ such that it is feasible for these two flows to compete for sharing the link. When the two flows attempt to share the link, congestion occurs at the link. Thus, the global admission conditions are

$$0 \leq \rho_i \leq 1, i = 1, 2 \tag{22}$$

$$\dot{x}_i = (1 - \rho_i^{\alpha}) R_i + \rho_i^{\alpha} r_i, i = 1, 2 \tag{23}$$

$$\dot{x}_1 + \dot{x}_2 = C \tag{24}$$

$$\rho_i = \frac{p_i}{\mu}, \mu > 0, i = 1, 2 \tag{25}$$

Combining (23), (24) and (25), we obtain

$$\rho_1^{\alpha} = \frac{R_1 + R_2 - C}{(R_1 - r_1) p_1^{\alpha} + (R_2 - r_2) p_2^{\alpha} p_1^{\alpha}}$$

$$\rho_2^{\alpha} = \frac{R_1 + R_2 - C}{(R_1 - r_1) p_1^{\alpha} + (R_2 - r_2) p_2^{\alpha} p_2^{\alpha}}$$

Substituting $\rho_1$ and $\rho_2$ into (22), and rearranging the terms, we see that these two flows are able to share the link if the following conditions are satisfied:

$$\left( \frac{p_1}{p_2} \right)^{\alpha} \geq \frac{R_1 + r_2 - C}{R_1 - r_1} \tag{26}$$

$$\left( \frac{p_2}{p_1} \right)^{\alpha} \geq \frac{r_1 + R_2 - C}{R_2 - r_2} \tag{27}$$

Hence, when the price ratio satisfies these conditions, condition (22) is satisfied, and the network can achieve a bandwidth allocation that satisfies users’ bandwidth requirements (i.e., $R_i \geq \dot{x}_i \geq r_i$). When flow 1 is overcharged, condition (27) is violated. On the other hand, condition (26) is violated when flow 2 is overcharged. Therefore, a price that is rationally charged to one flow is related to the price charged to the other flow. When prices are charged such that condition (26) reaches equality, we have $\rho_2 = 1$, and $\dot{x}_2 = r_2$ and $\dot{x}_1 = C - r_2$. Also, flow 2 is considered more heavily charged than flow 1, but it is still within the range considered to be rational. Conversely, when condition (27) reaches equality, we see that $\rho_1 = 1$, and $\dot{x}_1 = r_1$ and $\dot{x}_2 = C - r_1$. When neither condition (26) nor (27) takes the equality, both flows are allocated a bandwidth between its bandwidth capacity and minimum bandwidth.

Because this example is just a very simple small network, we can evaluate the global admission conditions for prices charged. When prices are overcharged, the network is not going to admit the flows. When the network is very large, this centralized approach is, if not impossible, difficult to implement. Thus, a distributed admission approach should be considered.

### 7. DISTRIBUTED ADMISSION CONDITIONS

To implement the global admission conditions, a centralized algorithm has to be used for admission control and bandwidth allocation. All the flows need to have perfect information of the network to make
decisions on their prices. Unfortunately, it is very difficult to implement for large networks. We have to consider a distributed algorithm for admission control, which is also related to distributed bandwidth allocation. In this section, we present distributed admission conditions and bandwidth allocation.

We rewrite the social welfare function (2) as follows:

$$U(x) = \sum_{i \in N} U_i(x_i)$$

$$= \sum_{i \in N} \frac{m_i p_i (R_i - r_i)^\alpha}{(\alpha - 1)(R_i - x_i)^{\alpha - 1}}$$

$$= \sum_{j \in L} \sum_{i \in L} \frac{p_i (R_i - r_i)^\alpha}{(\alpha - 1)(R_i - x_i)^{\alpha - 1}}$$

$$= \sum_{j \in L} U_j(x^j)$$

where

$$U_j(x^j) = \sum_{i \in L} \frac{p_i (R_i - r_i)^\alpha}{(\alpha - 1)(R_i - x_i)^{\alpha - 1}}, j = 1, \ldots, L$$

and

$$x^j = (x^i_1, x^i_2, \ldots, x^i_{|I_j|}), i_k \in I_j, 1 \leq k \leq \ell = |I_j|$$

The vector $x^j$ represents the flows using link $j$. Thus, the social welfare function $U(x)$ is the sum of social welfare function $U_j(x^j)$ of each link. And we know that bandwidth allocations are determined by the bottleneck links when there is congestion. The optimization problem of global function $U(x)$ may be solved approximately by individual optimization problem of $U_j(x^j)$ at each link. Hence, we consider the optimization problem $P^j$

$$\min U^j(x^j) \quad P^j$$

subject to

$$\sum_{i \in I_j} x^i_k \leq C_j$$

$$r_i \leq x^i_k \leq R_i, i, k \in I_j$$

where $j = 1, \ldots, L$. In the same way that we solve problem $P$, we first relax the minimum bandwidth constraint. The Lagrangian is given by

$$L^j(x^j, \mu^j, \lambda^j) = U^j(x^j) - \mu^j \left( \sum_{i \in I_j} x^i_k - C_j \right) - \lambda^T (x^j - R^j)$$

The first-order Kuhn–Tucker conditions [27] are

$$\frac{p_i (R_i - r_i)^\alpha}{(R_i - x_i)^\alpha} - \mu_j - \lambda_i = 0, i \in I_j$$

$$\lambda^j_i (x^j_i - R_i) = 0, \lambda^j_i \geq 0, i \in I_j$$

$$\mu^j \left( \sum_{i \in I_j} x^i_k - C_j \right) = 0, \mu^j \geq 0$$
Thus, we find that the bandwidth allocated to flow $i$ at link $j$ is given by

$$
\hat{x}_i^j = \begin{cases} 
R_i, & \sum_{k \in I_j} \hat{x}_k^j < C_j \\
R_i - (R_i - r_i) \left( \frac{p_i}{\mu^i} \right)^{1/\alpha}, & \mu^i > 0, \sum_{k \in I_j} \hat{x}_k^j = C_j 
\end{cases}
$$

(28)

where $i \in I_j$ and $j = 1, \ldots, L$.

However, a flow goes through several links, and each link may allocate the flow different bandwidths when each of these links allocates the flow a bandwidth independently. All the links can accommodate the flow when the flow takes the minimum value among the bandwidths allocated by these links. Hence, we obtain the bandwidth $\bar{x}_i$ allocated to flow $i$ as follows:

$$
\bar{x}_i = \min \{ \hat{x}_i^j | j = 1 \}, i = 1, \ldots, N 
$$

(29)

where $\hat{x}_i^j$ is given by (28).

The bandwidth allocation $\bar{x}$ may not be the same as the bandwidth allocation $\hat{x}$, which is given in global admission conditions. The reason to pursue the bandwidth allocation $\hat{x}$ is not because it is the optimal solution to problem $P$, but because it satisfies the residual capacity fairness criterion. In the same way as we prove $\hat{x}$ satisfies the residual capacity fairness criterion, we can also prove $\hat{x}_i^j$ satisfies local residual capacity fairness at link $j$. That is, for any other feasible bandwidth allocation $x^j$ at link $j$, we have

$$
\sum_{k \in I_j} \tilde{w}_k \frac{x_k^j - \hat{x}_k^j}{(R_i - \hat{x}_k^j)^{1/\alpha}} \leq 0
$$

where $\tilde{w}_k = p_k(R_k - r_k)^{1/\alpha}$ for each $k \in I_j$. Therefore, the bandwidth $\bar{x}_i$ given by (29) satisfies the local residual capacity fairness criterion at a bottleneck link. Bandwidth allocation $\hat{x}$ and $\bar{x}_i$ can be thought of as satisfying different fairness criteria. The question of which fairness criterion is more ‘fair’ is arguable. However, both fairness criteria can avoid the obvious ‘unfair’ bandwidth allocation given by (9), which allocates some flows bandwidths that reach their full bandwidth capacities and at the same time some other flows are allocated zero bandwidths.

Bandwidth allocation $\bar{x}_i$ may not be as fair as bandwidth allocation $\hat{x}$. The advantage of bandwidth allocation $\bar{x}_i$ is that distributed algorithms can be developed to implement the bandwidth allocation, which also leads to distributed admission controls. Note that the solution given in (28) needs only the local information of link $j$. Each link is able to allocate bandwidth to the flows with the local information of the link. The network allocates flow $i$ the bandwidth $\bar{x}_i$ given by (29), which can be implemented by a round trip probe on the route of the flow.

**Proposition 3: distributed admission conditions** Each flow at link $j$ is charged price $p_i$ and requests bandwidth capacity $R_i$ and minimum bandwidth $r_i$ for all $i \in I_j$:

(a) if $\sum_{k \in I_j} R_k < C_j$, link $j$ is able to admit the flows and allocate flow $i$ bandwidth $\hat{x}_i^j = R_i$ for all $i \in I_j$

(b) if $\sum_{k \in I_j} R_k \geq C_j$, link $j$ is able to admit the flows and the bandwidth allocation satisfies bandwidth requirements of the flows if the following conditions are satisfied:

$$
\sum_{k \in I_j} r_k \leq C_j 
$$

(30)

$$
0 \leq \beta_i^j \leq 1, i \in I_j 
$$

(31)

where

$$
\beta_i^j = \frac{\sum_{k \in I_j} (R_k - r_k)(p_k/p_i)^{1/\alpha}}{\sum_{k \in I_j} (R_k - r_k)(p_k/p_i)^{1/\alpha}}
$$
and link $j$ is able to allocate flow $i$ a bandwidth as follows:

$$
\hat{x}_i = (1 - \beta_i^j) R_i + \beta_i^j r_i, \ i \in I_j
$$

(32)

Proof: When $\sum_{k \in I} R_k < C_j$ at link $j$, it is obvious as it stands in (a). We only need to show that when conditions (30) and (31) are satisfied, the bandwidth allocation satisfies the bandwidth requirements of the flows. The bandwidth allocation has a feasible solution to problem $P_i$ when condition (30) is satisfied. Suppose condition (30) is satisfied, eliminating $\mu_i$ from (28) gives a bandwidth allocation in (32). Applying the minimum bandwidth constraints to bandwidth allocation (32) and letting $\hat{x}_i \geq r_i$ for all $i \in I_j$, we obtain condition (31). Hence, when condition (31) is satisfied, the bandwidth allocation meets the bandwidth requirements of flows, i.e., $r_i \leq \hat{x}_i \leq R_i$, for all $i \in I_j$. Therefore, the link is able to admit the flows and the bandwidth allocation is given in (32).

From the distributed admission conditions, we can easily develop distributed admission controls and bandwidth allocation algorithms. First, we look into a simple non-monetary algorithm. Let $\beta_i^j = \lim_{\alpha \to \infty} \beta_i^j$, for all $i \in I_j$ at link $j$, we have

$$
\beta_i^j = \frac{\sum_{k \in I} R_k - C_j}{\sum_{k \in I} (R_k - r_k)}
$$

(33)

Note that $\beta_i^j$ is identical for all $i \in I_j$ at link $j$. Also, $\beta_i^j$ satisfies condition (31) when condition (30) holds. Therefore, a link can admit flows and allocate them bandwidths given by (32) when condition (30) is satisfied. Because prices do not play a role in (33), it is a non-monetary algorithm. After each link on the route of a flow admits the flow, the flow is allocated a bandwidth given by (29), and it satisfies the bandwidth requirements of the flow.

The distributed admission conditions can also help us to develop an algorithm for DiffServ. Before now, we only considered per-flow models, which can apply to Integrated Services architecture [30]. It is worth emphasizing that our model does not preclude DiffServ. Flows in DiffServ are marked into a small number of service classes. Flows in the same service class are treated equally. Now, we consider a network that accommodates two service classes: class 1 and class 2. A flow in class 1 and class 2 requests bandwidth capacity $R_1$ and $R_2$, minimum bandwidth $r_1$ and $r_2$, and is charged $p_1$ and $p_2$, respectively. From the distributed admission conditions, we obtain the admission conditions at link $j$ as follows:

$$
n_1 r_1 + n_2 r_2 \leq C_j
$$

$$
n_1 + \left( R_2 - (R_2 - r_2) \left( \frac{p_2}{p_1} \right)^{1/\alpha} \right) n_2 \leq C_j
$$

$$
\left( R_1 - (R_1 - r_1) \left( \frac{p_1}{p_2} \right)^{1/\alpha} \right) n_1 + n_2 n_2 \leq C_j
$$

$$
n_1 \geq 0, \ n_2 \geq 0
$$

where $n_1$ and $n_2$ are the numbers of flows in class 1 and class 2, respectively. These admission conditions can be represented by two systems of inequalities:

$$
\begin{cases}
\begin{aligned}
p_i &\geq p_2 \\
n_1 n_1 + \left( R_2 - (R_2 - r_2) \left( \frac{p_2}{p_1} \right)^{1/\alpha} \right) n_2 &\leq C_j \\
n_1 &\geq 0, \ n_2 \geq 0
\end{aligned}
\end{cases}
$$

(34)
and
\[
\begin{align*}
&\begin{cases}
  p_1 \leq p_2 \\
  R_1 - (R_1 - r_i) \left( \frac{p_1}{p_2} \right)^{1/\alpha} n_1 + n_2 \leq C_j \\
n_1 \geq 0, n_2 \geq 0
\end{cases}
\end{align*}
\tag{35}
\]

Each of the systems defines a set of \((n_1, n_2)\) depicted in Figure 1. The shaded ranges are sets that satisfy (34) and (35), respectively. When \((n_1, n_2)\) is in the shaded ranges, link \(j\) is able to admit the flows and allocate bandwidth given by
\[
\hat{x}_j = (1 - \beta_i) R_i + \beta_i r_i
\]
where \(i = 1, 2\), and \(\hat{x}_j\) is guaranteed to satisfy the bandwidth requirements of flows.

Because each class involves multiple users, each user should only be a price taker. The network can implement a static price for each class. Suppose that class 1 is the high QoS class such that \(R_1 \geq R_2\) and \(R_1 - r_1 \leq R_2 - r_2\). A flow in class 1 should be charged a higher price such that
\[
\frac{R_2 - r_2}{R_1 - r_1} \geq (\frac{p_1}{p_2})^{1/\alpha} \geq 1
\tag{36}
\]
Then, we have
\[
(R_2 - r_2) p_2^{1/\alpha} - (R_1 - r_1) p_1^{1/\alpha} \geq 0
\]
\[
R_2 - R_1 \leq 0
\]
Hence
\[
((R_2 - r_2) p_2^{1/\alpha} - (R_1 - r_1) p_1^{1/\alpha}) \left( \frac{1}{\mu_j} \right)^{1/\alpha} \geq R_2 - R_1
\]
Rearranging the terms and substituting (28) into it, we obtain \(\hat{x}_1 \geq \hat{x}_2\). Therefore, at a bottleneck link a flow in class 1 is always allocated a bandwidth that is not less than that of a flow in class 2. Moreover, class 1 is charged a higher price when relations (36) hold. Therefore, relations (36) can help the network to devise static pricing policies for these two service classes.
We have shown that a simple distributed bandwidth allocation and admission control with a static pricing policy can be developed from the distributed admission conditions. Although we only considered two service classes, more service classes can be considered easily in the same way.

8. SIMULATION AND EVALUATION

In this section, we first show examples that illustrate the discussion in previous sections, and then present the simulation results on the relative difference between the centralized and distributed bandwidth allocations.

Consider a network that consists of one link and four flows where the link capacity is 1 and the minimum bandwidths of all flows are zero. The price charged to each flow in this case is \( p_i + 1 + R_i \), where \( 0 \leq \tau \leq 1 \) is a constant. Hence, the price is composed of a fixed connection fee and an increasing concave function of requested bandwidth capacity of the flow. Tables 1 and 2 show bandwidth allocations with \( \tau = 0.5 \) and \( \tau = 1 \), respectively. When \( \alpha = 1.01 \) or \( \alpha = 2 \), the bandwidth allocations in Tables 1 and 2 are different because different pricing policies are used. When \( \alpha = 50 \), we see that prices have little impact on the bandwidth allocations. From (16) and (17), we obtain \( \hat{x}_i = R_iC/\sum_{k=1}^{4} R_k = 0.4R_i \) for \( i = 1, \ldots, 4 \) when \( \alpha \to \infty \). That is, each flow is allocated a bandwidth that is 40% of its bandwidth capacity and the bandwidth allocation is \((0.1, 0.2, 0.3, 0.4)\) when \( \alpha \to \infty \). Therefore, when \( \alpha \) is large enough, the bandwidth allocated to each flow is approximately 40% of its requested bandwidth capacity.

In Figure 2, prices charged to flows 1, 2, and 3 are those shown in column 3 in Table 1; the x-axis represents the price of flow 4 and the y-axis represents allocated bandwidth. In Figure 2(a) and (b), \( \alpha = 1.01 \) and \( \alpha = 50 \), respectively. While price charged to flow 4 increases, the bandwidth allocated to flow 4 decreases in Figure 2(a). Note that the prices of flows 1, 2, and 3 in Figure 2 are fixed values. The bandwidths of these flows (dotted lines) increase in Figure 2(a) because the bandwidth of flow 4 decreases. Bandwidths in Figure 2(b) do not change much while the price of flow 4 changes. Therefore, we see that the price charged to a flow has a strong impact on the bandwidth allocated to the flow when \( \alpha \) is small. On the other hand, prices have little impact on bandwidth allocation when \( \alpha \) is large enough. With appropriately chosen \( \alpha \), the network model can balance the impact of prices on bandwidth allocations.

<table>
<thead>
<tr>
<th>Flow</th>
<th>( R )</th>
<th>Price</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \alpha = 1.01 )</td>
<td>( \alpha = 2 )</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>1.50</td>
<td>0.128</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>1.71</td>
<td>0.223</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
<td>1.87</td>
<td>0.296</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>2.00</td>
<td>0.352</td>
</tr>
</tbody>
</table>

Table 1. Bandwidth allocation with \( \tau = 0.5 \)

<table>
<thead>
<tr>
<th>Flow</th>
<th>( R )</th>
<th>Price</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( \alpha = 1.01 )</td>
<td>( \alpha = 2 )</td>
</tr>
<tr>
<td>1</td>
<td>0.25</td>
<td>1.25</td>
<td>0.142</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>1.50</td>
<td>0.242</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
<td>1.75</td>
<td>0.300</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>2.00</td>
<td>0.315</td>
</tr>
</tbody>
</table>

Table 2. Bandwidth allocation with \( \tau = 1 \)
Although user adaptations are not in the scope of this paper, the pricing framework integrated in the network model gives some intuition for user adaptations and pricing policies. For example, when the network adopts a pricing policy \( p = (1.50, 1.71, 1.87, p_4) \) such that \( p_4 > 2.21 \), we see, in Figure 2(a), that the bandwidth allocated to flow 4 is less than that of flow 3. Hence, it is rational to assume that user 4 will request a bandwidth capacity of 0.75 rather than 1. Thus, the price charged to flow 4 should not be greater than 2.21, so that user 4 is allocated a bandwidth that is greater than that of flow 3 and therefore user 4 may still request the bandwidth capacity of 1.

To show the relative difference between the centralized and distributed bandwidth allocations, we simulate a network of 10 links and 25 flows with random configurations (Note that simulations on a network with a large number of links are infeasible because computation complexity of global admission conditions is \( O(2^L) \).) Each link capacity is randomly generated such that \( 0.75 \leq C_i \leq 1 \). The bandwidth capacity and minimum bandwidth for each flow are random numbers such that \( 0.05 \leq R_i \leq 0.25 \) and \( 0 \leq r_i \leq 0.5 R_i \). Matrix \( A \) is also randomly generated such that each link is used by at least one flow, and each flow uses at least one link, and \( A_{ij} = B(p) \), where \( B(p) \) is single Bernoulli trial with success probability \( p = L^{-1/2} \). With this probability, the expected number of links that a flow goes through is \( L^{1/2} \) and therefore a flow goes through a reasonable number of links (i.e., the diameter of a 2D grid). For each random configuration, we simulate the global and distributed admission conditions to obtain bandwidth allocation \( x_g \) and \( x_d \) that satisfies global and distributed admission conditions, respectively. The relative difference is calculated as \( \sigma = \| x_g - x_d \| / \| x_d \| \). Figure 3 shows the complement cumulative density function (CCDF) of the relative difference between global/centralized and distributed results. In other words, CCDF (y-axis) gives the likelihood \( P(\sigma > c) \), where \( c \) is a certain relative difference on the x-axis. In Figure 3, the four curves represent different congestion degrees based on the percentage of flows that goes through at least one bottleneck link. For example, the fourth curve represents that 40–50% of the flows uses at least one bottleneck link. Therefore, the distributed scheme performs very well when the ratio of congested flows to the total flows in any network is less than 50%, which is a very realistic bound in practice.

9. CONCLUSION AND FUTURE WORK

In this paper, we have presented a theoretical framework for bandwidth allocation and admission control at network links to meet network users’ bandwidth requirements with a price charged by a network service provider. A utility function was defined to capture the bandwidth demands of network users when users are charged prices for certain bandwidth capacities. An optimization framework leads to a fair bandwidth allocation and global admission conditions, in which the prices are the decision variables.
for given sets of feasible bandwidth requirements. Although the implementation of global admission conditions for a large network is still an open problem, we provided distributed admission conditions and bandwidth allocations, which are easy to implement. A non-monetary bandwidth allocation algorithm with a simple admission control is also given and is easy to implement as well. We have shown that when the network only needs to accommodate a small number of service classes, a bounded set of the numbers of flows that are able to be admitted into the network can be easily deduced from the distributed admission condition, and a static pricing policy is developed to charge flows in different service classes.

The simulations demonstrate that the model is well tunable using parameter $\alpha$ and the prices charged to flows. Rational price ranges can also be obtained through price competitions. Moreover, the distributed approach was shown to perform very well under reasonable and normal conditions with a relative difference less than 10–20% from the global centralized solution.

In this paper, only stationary bandwidth requirements are considered. Dynamic bandwidth requirements and user adaptations should be considered in future work. Another aspect of our model is that the service provider is assumed to be in favor of optimizing the social welfare without having an agenda of its own. Such cases will also be addressed in future research.
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